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In these notes we denote C denotes the set of all complex numbers, R
denotes the set of all real numbers, Z denotes the set of all integers and N
denotes the set of all positive integers.

1. AXIOMS

Definition 1.1. In these notes F stands for either R or C. Since both R or
C are fields, we will sometimes refer to F as a field of scalars. <

Definition 1.2. Let ¥ be a nonempty set. The set ¥ is called a vector
space over IF if the following ten axioms are satisfied.

AE.

AA.
AC.
AZ.
AO.

SE.

SA.
SDV.
SDS.
SO.

There exists a function + : ¥ x ¥ — ¥, called addition in ¥. Its
value at a pair (u,v) € ¥ x ¥ is denoted by u + v.

For all u,v,w € ¥ we have u + (v 4+ w) = (u 4 v) + w.

For all u,v € ¥ we have u +v = v + u.

There exists an element 0y € ¥ such that v+ 0y =v for all v € 7.
For each v € ¥ there exists w € ¥ such that v +w = 0y.

There exists a function - : Fx ¥ — ¥, called scaling in ¥. Its value
at a pair (o,v) € F x ¥ is denoted by « - v, or simply awv.

For all a, f € F and all v € ¥ we have o (B v) = (a/3) w.

For all @ € F and all u,v € ¥ we have a(u + v) = au + av.

For all a, 8 € F and all v € ¥ we have (a4 f)v = av + fv.

For all v € ¥ we have 1v = v.
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Explanation of abbreviations. AE - Addition exists; AA - Addition is
associative; AC - Addition is commutative; AZ - Addition has a zero vec-
tor (additive identity); AO - Addition has opposites (additive inverses); SE
- Scalar multiplication exists (scaling exists); SA - Scalar multiplication is
associative with field multiplication; SDV - Scalar multiplication is distribu-
tive over vector addition; SDS - Scalar multiplication is distributive over
scalar addition; SO - Scalar multiplication with the number one is special.

Remark 1.3. In Axioms SA and SDS I used different colors to emphasize
that two different binary operations appear in the same equality. In Ax-
iom SA, yellow = marks scalar multiplication in %', while light blue  marks
multiplication in the field F. In Axiom SDS, the yellow plus 4+ marks addi-
tion in ¥, while the light blue plus 4 marks addition in F. I use this color
convention only in these two axioms; the reader is expected to internalize
the distinction wherever it occurs. See Problem 7.1 for a more detailed
discussion of this point. <

2. BASIC PROPOSITIONS
A few immediate consequences of Definition 1.2 are presented in the fol-

lowing propositions.

Proposition 2.1. Let ¥ be a vector space over F. The zero vector Oy from
axiom AZ is unique. That is, if w € ¥ has the property that for allv € ¥
we have v +w = v, then w = 0y .

Proof. Let w € ¥ be such that for all v € ¥ we have v + w = v. Using
axiom AZ with v = w, we have w 4+ 0y = w. Using the assumed property

with v = 0y, we have 0y + w = 0y. By commutativity of addition (axiom
AC), w+ 0y =0y + w, hence

w=w+0y =0y +w=_0y.

Therefore w = 0y . (I

Proposition 2.2. Let ¥ be a vector space over F. For every a € F and
every v € ¥ the following equivalence holds:

av=0y & a=0V v=0y. (2.1)

Proof. First we prove the “if” part (<) in (2.1). The proof is in two parts.
Let v € ¥ be arbitrary and let & = 0. Then by SE we have that 0v € 7.
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By AO there exists w € ¥ such that 0v +w = 0y. Then
Oy =0v+4+w
=0+0)v+w
= (0v+ 0v) +w
= 0v+ (Ov + w)
=0v+ 0y
=0v

This sequence of equalities proves 0v = 0.
Let v = 0y and let a« € F be arbitrary. Then by SE we have that
a0y € ¥. By AO there exists w € ¥ such that a0y + w = 0y. Then

0y =aly +w
= 04(07/ + 07/) +w
= (a0y + aly) +w
= a0y + (a0y +w)
= aly + 0y
= aly

This sequence of equalities proves a0y = 0y. This completes the “if” part
(<) in (2.1).

Now we prove the “only if” part (=) in (2.1). This implication is of the
form p = ¢V r, where p, q, 7 are mathematical statements. The implication
p = qVr is equivalent to the implication p A =¢ = r, since the negations of
these implications are identical. We proceed to prove

av=0y N a#0 = v=_0y. (2.2)

Let o € F and v € ¥ be arbitrary and assume av = 0y and o # 0. Since
a € F\ {0}, we have that 1/a € F. Then

0y = (1/a)0y 2.1
= (l/a) (ow)
~ ((1/a)a)e
=1lv

This sequence of equalities proves (2.2). Since (2.2) is equivalent to the
“only if” part (=) in (2.1), the proposition is proved. O
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Proposition 2.3. Let ¥ be a vector space over F. For every v € ¥ the
following equivalence holds

v+w=0y < w=(—1). (2.3)

Proof. Let v € ¥ be arbitrary. First we will prove the “if” part (<) in
(2.3). Let w = (—1)v. Then

v+w=v+(-1)v

=1lv+(-1)v

=1+ (=D)v

= 0v

=0y 2.2

The presented sequence of equalities proves the “if” part (<) in (2.3).
Next we prove the converse, that is we prove the “only if” part (=) in
(2.3). Assume v + w = 0y. Then

w =0y +w

=0v+w 2.2

The presented sequence of equalities proves the “only if” part (=) in (2.3).
Since v € ¥ was arbitrary, the proposition is proved. O

Definition 2.4. Let ¥ be a vector space over F and let v € ¥. The unique
solution of equation v+x = 0y is denoted by —v and it is called the opposite
of v. For u,v € ¥ instead of u + (—v) we write u — v. <

Definition 2.5. Let ¥ be a vector space over F, let vy, € ¥ for every k € N,
and let n € N. The sum

is defined as follows: If n =1 set

1
E V =— V1.
k=1
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If n € N\ {1} we use the definition by the finite recursion:

m m—1
Vm e {2,...,n} we set ka:<2vk>+vm <
k=1 k=1

For example, if v1,v9,v3,v4,v5 € ¥, then
V1 + V2 + U3+ Vg + U5 = (((Ul +U2)+U3) —|—U4) + vs

Definition 2.6. Let n € N, ay,...,a, € F, and vy,...,v, € ¥. The
expression

n
Zakvk = Qv + -+ apuy

k=1
is called a linear combination of the vectors vq,...,v, in ¥. A linear com-
bination is said to be trivial if a3 = -+ = «, = 0; otherwise, it is called
nontrivial. <

3. EXAMPLES

Example 3.1. The simplest vector space is the vector space which consists
of only one element, which must be the zero vector, denote it by 0. (I use the
bold-face zero to make it different from the real number 9. Since it is the only
element in this space we could denote it whatever we want.) Thus {0}, the
set which consists of only one element is a vector space over F. This vector
space is called the zero vector space or trivial vector space. The definition of
adition is 04+ 0 = 0 and the definition of the scalar multiplication is «0 = 0
for all a € F.

One really needs to be careful with the zero vector space. Sometimes I
think of it as a scary vector space. Many propositions hold for all vector
spaces except for the zero vector space. When writing such propositions,
it is easy to forget to exclude it and end up with a technically incorrect
statement. <

Example 3.2. Setting ¥ = F, then ¥ is a vector space over F. The addition
in ¥ = F is the addition of complex numbers in F and the scaling in ¥ = F
is just the multiplication of complex numbers. The axioms of the vector
space then follow from the axioms of the axioms of real numbers if F = R
or axioms of the complex numbers if F = C. <

Example 3.3. This is the quintessential example of a vector space. Many
other specific vector spaces are special cases of this example. Let D be an
arbitrary nonempty set. Let ¥ be the set of all functions from D to F. This
set is denoted by FP. The addition in FP is defined as follows: let f,g € FP,
the function f + g is defined by

(f +9)(t) :== f(t) +g(t) forall teD.
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The scaling in FP is defined as follows: let a € F and f € FP, the function
af is defined by

(af)(t):=af(t) forall teD.
The above definitions of addition and scaling of functions are called pointwise
definitions. As an exercise you should go through the proofs of all the axioms
of the vector space for this specific case.

It is important to highlight some prominent functions in FP. The first
among them are the constant functions. For an arbitrary fixed ¢ € F, define
f(t)=cforallte D.

The second are the indicator functions. For an arbitrary subset A C D,

define
0 1 if teA,
W70 it tepa

In particular, for an arbitrary fixed s € D and the singleton set A = {s},
we have

1 if t=s,
Xt = {o it teD\{s).
<
Example 3.4. This is a special case of Example 3.3. Let n € N and define
D={teN:t<n}.

This set is often written simply as D = {1,...,n}. The vector space F? can
be naturally identified with F™, the space of all n-tuples of elements of F.

Specifically, we identify the n-tuple (vi,...,v,) € F" with the function
f € FP defined by

f(k) =v, forall ke{l,...,n}.

For
&1
x=|:|eFP,
én

this notation reads as follows:
x(k) =¢ forall ked{l,...,n}.

At first glance, this approach may seem somewhat obscure, but it is com-
monly used in software packages, such as the computer algebra system Wol-
fram Mathematica. For instance, in Mathematica, the command

{1,0,Pi,E,I}[[3]] returns Pi.

Here, the double square brackets [[ ]] enclose the independent variable,
instead of the usual parentheses, reinforcing the idea of indexing as function
evaluation. <
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Example 3.5. This is another special case of Example 3.3. Let m,n € N
and

D={(s,t) eNxN:s<mAt<n};

that is D = {1,...,m}x{1,...,n}. Then FP can be identified with the
space F™*™ of all m xn matrices with entries in F. <

Example 3.6. By F[z] we denote the set of all polynomials in variable z
with coefficients from F. Then F[z] is a vector space with addition and scalar
multiplication defined pointwise. <

Example 3.7. This is another special case of Example 3.3. Let D = N.
Then FY is the vector space of all sequences with entries in F: the space of
all real sequences if F = R, and the space of all complex sequences if F = C.

Prominent sequences in these spaces are those whose n-th entry (for a
given n € N) is 1 and whose other entries are 0. <

The next example is a generalization of Example 3.3,

Example 3.8. Let D be an arbitrary nonempty set and let ¥ be a vector
space over F. Let # be the set of all functions from D to ¥’; that is
# = ¥P. With the addition and scaling of functions defined pointwise, #
is a vector space over F. The functions in #? are said to be vector valued
functions. <

4. SET OPERATIONS IN A VECTOR SPACE

In a set theory class, we learned about set operations. For two sets A and
B, we defined AN B, AUB, A\ B, and AAB. In a vector space ¥ over F,
the exploration of subsets is further enriched by two additional operations:
the addition of sets and the scaling of sets.

Definition 4.1. Let ¥ be a vector space over F and let &/ and & be
nonempty subsets of 7. We define the sum of &/ + % by

o + B = {u+v:u€d,v€%}.
For a € F we define ae? by
ad = {ou:u € o}
Let n € N and let @, ..., 9, be subsets of ¥". By recursion we define
A At = (A ) + Gy, k=2,...,n.

By Axiom AA, the set @ + --- + &7, consists of all the sums v; +--- + vy,
where v; € 7 for all j € {1,...,n}. <
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5. SPECIAL SUBSETS OF A VECTOR SPACE

The following definition distinguishes important subsets of a vector space
¥V over F.

Definition 5.1. Let ¥ be a vector space over F. A subset % of ¥ is said
to be a subspace of ¥ if the following three conditions are satisfied:

SuZ. 0y € %.
SuA. For every u,v € % we have u+v € .
SuS. For every a € F and every u € % we have au € % . <

The property SuA in Definition 5.1 is stated in words as: % is closed
under addition. Using set addition this property can be written as % +% C
% . The property SuS is stated in words as: % is closed under scalar
multiplication. In terms of set operations, this can be written as: a% C %
for all @ € F.

Proposition 5.2. An intersection of subspaces of a vector space is also a
subspace.

Proposition 5.3. A sum of subspaces of a vector space is also a subspace.

A union of subspaces of a vector space is not necessarily a vector space.
Problems 7.6 and 7.8 deal with this question.

Definition 5.4. Let <7 be a nonempty subset of ¥. The span of </ is the
set of all linear combinations of vectors in 7. The span of &7 is denoted by
span ().

The span of the empty set is the trivial vector space {0y }; that is,

span(f) = {0y }.
If
¥ = span(«),
then & is said to be a spanning set for V. <

It is useful to write the definition of a span in set-builder notation. Let
&/ be a nonempty subset of ¥. Then

dm e N,
dag,...,am €F,
span(e/) = quv e Y : Hul""’“mef%’
such that v = Z QUL
k=1
This notation is somewhat heavy. In words: span(.2/) is the set of all vectors

v € ¥ such that there exists m € N, there exist scalars aq, ..., an, in F, and
there exist vectors ui, ..., uy, in & such that v = ;" | apug.

Theorem 5.5. Let o/ C¥'. Then span(</) is a subspace of V.
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Proof. It o/ = (), then by the usual convention span(()) = {0y}, which is a

subspace of ¥. So assume & # ().
We verify the three defining properties of a subspace.

SuZ: 0y € span(«/). Choose any u; € &7 (possible since &/ # &). Let
m =1 and a; = 0. Then

1
Zakuk =0-u; =0,
k=1

so 0 € span(.2/) by the definition of span.

SuA: span(«/) respects addition. Let v,w € span(</). By definition of
span, there exist m,n € N, scalars aq,...,q,, € F and S1,...,8, € F, and
vectors ui,...,Un € & and vy,...,v, € & such that

m n
u:Zakuk, v:Zijj.
k=1 Jj=1
Then

m n
U+ v= E :akuk+26jvj.
k=1 j=1

This is again a linear combination of vectors from «7: indeed, letting p =
m + n, define

Uy, le{l,...,m}, oy, le{l,...,m},
Vem, LE{m+1,...,p}, K Bi—m, le{m+1,...,p}.
Then wr,...,wp, € &, 7,...,7p € F, and

p
T
=1

Hence v + w € span().

SuS: span(&7) respects scalar multiplication. Let v € span(«/) and let
A € F. Choose m € N, scalars ayq,...,a, € F, and vectors vy,...,vy, € &

with
v = Z O VL.
k=1
Then
v = )\Zakvk = Z()\ak)vk,
k=1 k=1

which is a linear combination of elements of 7. Thus \v € span(</).

Since span (/) contains 0y and is closed under vector addition and scalar
multiplication, it is a subspace of 7. O

Proposition 5.6. If % is a subspace of ¥ and &/ C % , thenspan(</) C % .
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Proof. Write a proof as an exercise. ([

Definition 5.7. Let 7 be a vector space over R. A nonempty subset € of
¥ is said to be a cone in ¥ if € C € for all o > 0. <

Definition 5.8. Let ¥ be a vector space over R. A nonempty subset . of
¥ is said to be a convez subset of ¥ if au+ (1 — a)v € & for all a € [0,1]
and all u,v € .. <

Exercise 5.9. Let ¥ be a vector space over R and let % be a cone in 7.
Prove that ¢ is a convex set if and only if € +% C €. <

6. DIRECT SUMS OF SUBSPACES

Let ¥ be a vector space over F. Let 2 and % be subspaces of 7. Recall
that v € & + % if and only if there exist x € 2 and y € # such that
v = x +y. A stronger version of the last statement is in the following
definition.

Definition 6.1. Let 7 be a vector space over F and let 2" and % be
subspaces of #. The sum 2 +% is called a direct sum if for every v € 2 +%
there exist unique x € £ and unique y € # such that v = z+y. The direct
sum is denoted by 2 @& %'. Formally, the sum 2 + % is direct if the
following implication holds: for all x1,z9 € 2 and for all y1,y2 € #

ri1t+y =2ty = wT1=2x2 N Yy1=1y2. (6.1)
<

Example 6.2. Let F =R, 7 = R?,
2 = {(z1,32,23,0) : 11,22, 73 € R}
and

Y ={(0,y1,52,y3) : y1,92,y3 € R}.

Then R* = 2" + % . However, this sum is not a direct sum. For v =
(v1,v2,v3,v4) € R* we can take x = (vy,59,53,0) € 2 and y = (0,v9 —
S9,vV3 — S3,v4) € ¥ with s9, s3 € R arbitrary.

Setting
%:{(ﬁl,l‘g,LEQ,O):IEl,IL‘QGR} and @:{(0,—%7%’92)3yl,y2€R},
we have R* = 2" @ . Prove this as an exercise. <

Proposition 6.3. Let ¥ be a vector space over F and let & and % be
subspaces of V. The following statements are equivalent:

(a) The sum Z + % s direct.
(b) For all z,y € ¥ we have

red Nye¥ Nx+y=0y = z=y=0y. (6.2)
(c) N ={0y}.
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Proof. The implication in (6.2) is a special case of the implication in (6.1).
Letz € 2, lety € %, and assume x+y = 0y. Then we have x+y = 04 +0y,
and since 0y € 2 and 0y € %, the implication in (6.1) yields z = 04 and
y = 0y. This proves (a) implies (b).

Assume (b). Let v € 2" N be arbitrary. Since 2" N ¥ is a subspace,
—ve X NY. Set x =v, y=—vin (b). Then (b) implies v = 0y. This
proves (c).

Assume (c¢). We need to prove the implication in (6.1). Let z1,22 € 2
and y1,ys € ¥ be arbitrary and assume that x1 + y1 = 22 + y2. Then by
algebra in ¥ we have

0y = (z1+11) — (w2 +12) = (21 —22) — (2 —01)-
Consequently,
T1— T2 = Y2 — Y1
Since 2 is a subspace, 1 —xy € £ and since % is a subspace, y2 —y; € ¥.
Therefore,
r1— T2 =1Y2— Y1 € %ﬂ@:{Oy}.

Consequently, 1 = x9 and y; = y. This proves the implication in (6.1),
proving (a).

Since we proved (a)=(b)=-(c)=(a), the propositions is proved. O

Definition 6.4. Let ¥ be a vector space over F, let n € Nand let 27,..., Zn
be subspaces of . The sum 27 +---+ 2, is called a direct sum if for every
v e 2+ + 4, there exist unique z; € Z;, j € {1,...,n}, such that
v =221+ -+ x,. The direct sum is denoted by Z71 @ --- & Zn. <

The preceding definition of the direct sum of subspaces written as an
implication is as follows: For all x1,...,Zn,y1,...,Yn € ¥ the following
implication holds

Vke{l,...,n} zx,yp € L A Zxk:Zyk
k=1 k=1
= Vke{l,...,n} zp=yr (6.3)

Proposition 6.5. Let ¥ be a vector space over F, let n € N and let
X1y, Xn be subspaces of V. The following statements are equivalent:
(a) The sum 21+ ---+ Zy is direct.
(b) For all x1,...,x, € ¥ the following implication holds

O’V:Zxk AN Vke{l,...,n} xp € Zk
k=1
= VkE{l,...,n} zp = 0y. (64)

Proof. Assume (a). That is, assume that the implication in (6.3) holds.
Setting v = 0y and yi = 0y for all k € {1,...,n} in (6.3), the implication
n (6.3) becomes (6.4). This proves (a)=(b).
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Assume (b). To prove the implication in (6.3), let z1,...,2n, Y1, ..., Yn €
¥ be arbitrary and assume

Vke{l,...,n} zp,yp € Zx A Zxk = Zyk
k=1 k=1
The preceding assumption yields
Oy :Z(Cﬂk*yk) ANVEe{l,...,n} z—yr € k.
k=1
Now, by (6.4) we deduce
Vk € {1,...,n} zp — Y = 0y

This proves the implication in (6.3), proving (b).
The proposition is proved. O

In the next theorem we prove that the Cartesian product of two vector
spaces with appropriately defined vector addition and scalar multiplication
is a vector space.

Theorem 6.6. Let ¥ and Z be a vector spaces over F. Define the vec-
tor addition and scalar multiplication on the Cartesian product ¥V X X as
follows. For allv,w € ¥, all z,y € & and all o € F set

(v,2) + (w,y) = (v+w,z+y),  afv,z)=(av,a). (6.5)
The set V' x Z with these two operations is a vector space.

Remark 6.7. Notice that the first plus sign in (6.5) is the addition in ¥ x 2"
which is being defined, the second plus sign is the addition in ¥ and the
third plus sign is the addition in 2. <

Definition 6.8. The set ¥ x 2  with the operations defined in (6.5) is
called the direct product of the vector spaces ¥ and Z . <

7. PROBLEMS

Problem 7.1. In Definition 1.2 we use the same symbol + to denote to
different additions; one addition is the addition of complex numbers in [,
the other addition is the addition of vectors in the vector space #. Similarly,
the usage of the blank space between two symbols is ambiguous; between
two complex numbers it means the product of two complex numbers, while
between a complex number and a vector in ¥ means scaling of that vector
by a complex number. As a learner you should pay attention and make sure
that you understand the meaning of the formulas that you are dealing with.

Let us introduce some “funny” names for the algebraic operations that
appear in Definition 1.2.

VectorPlus : ¥ x ¥ — ¥, Scale: Fx¥ — ¥
Plus: FxF — IF, Times: FxF — F.
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Thus, for u,v € ¥ the sum of the vectors u and v is denoted by VectorPlus(u, v),
for « € F and v € ¥ the scaling of the vector v by « is denoted by
Scale(a, v), for a, 8 € F the sum of the complex numbers o and f is de-
noted by Plus(a, 8), and for a, 8 € F the product of the complex numbers
a and f is denoted by Times(«, ().

Just to clarify, in this notation we have Plus(2,3) = 5 and Times(2,3) = 6.
The distributive law for complex numbers in this notation reads: for all
complex numbers «, 8 and v we have

Times(a, Plus(ﬂ,v)) = PIus(Times(a,6),Times(a,7)).

Finally, your task in this problem is to rewrite the axioms SA, SD, SD,
and SO using the notation for the algebraic operations introduced above.

<
Problem 7.2. Let R, denote the set of positive real numbers, set
¥V =Ry xRy = (R4)?,
and let F = R. Define the addition and the scalar multiplication in ¥ as
follows: For all [ul] , [Ul] € ¥ and all o € T set
U2 V2

Ul o |01 = |h 7 as |V = (01)2 ]
U9 V9 UV V2 (U2)
Prove that ¥ with the vector addition ¢ and the vector scaling ¢ is a vector

space over R. <

Problem 7.3. In this problem (—1,1) denotes the open interval of real
numbers. That is,

(-L1)={zeR:-1<z A z<1}.
For w,v,z,y,z € R with x > 0 and z # 0 by

u+v, u-—Uv, uv, Q7 ¥
z
we denote the standard algebraic operations in R. Set ¥ = (—1,1) and let
F = R. Define the vector addition and the scalar multiplication
SV XYV =Y, S Rx¥V ¥

on ¥ by: For all u,v € ¥ and all o € R set

1 a_ (1 — )™

u$v:u+v7 a@v:( +U) ( U) .

(L+0)* + (1—v)
Prove that ¥ with the vector addition ¢ and the scaling & is a vector space
over R. <

Problem 7.4. Consider the vector space R® of all real valued functions
defined on R. This vector space is considered over the field R. The purpose
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of this exercise is to study some special subspaces of the vector space RE.
Let w € R be arbitrary. Consider the set

S = {f € R®:3a,b € R such that f(t) = asin(wt +b) Vt € R}.

(a) Do you see exceptional values for w for which the set ., is partic-
ularly simple? State them and explain why they are special. Here I
used plural just in case that there are several special cases. However,
it is possible that there is only one special case for w.

(b) Prove that .7, is a subspace of R®. (Hint: Except for the special
case, this problem should be solved by writing the set .#,, as a span
of two linearly independent famous functions. One should use only
basic trigonometry and polar coordinates.)

(¢) For each w € R find a basis for .7,. Plot the function w — dim .7,
with w € R.

(d) For all ¥,w € R calculate dim(.7, N .7,).

(e) Find all pairs (1, w) € R? for which ., U.7, is a subspace of RE.

(f) For all ¢, w € R calculate dim (.7 + .7,). <

Some items in this problem belong to the next section of the notes.

Problem 7.5. Even and Odd Functions. Let D be a nonempty set. Let
FP be a vector space of all functions with the domain D and codomain F.
Denote by 2 C FP the set of all constant functions in F”. That is

2 ={feFP:3ceF suchthat Vte D f(t)=c}.
Let ¢ : D — D be a bijection. Set
E,={f €eFP: f(pt)) = f(t) Vt € D},
O,={f€FP: f(p(t)) = —f(t) Vt € D}.

Prove that &, and €, are subspaces of FP.
2 @
(b) Prove &, N O, = {0pp }.
) Prove that for an arbitrary bijection ¢ : D — D we have 2 C &,.
d) In this item we explore the extreme cases for &, and 0,
12 ©
(i) Characterize the bijections ¢ : D — D such that &, = 2. (For
all s,t € D there exists k € N such that ¢¥(s) =t or ¢*(t) = s,
that is the entire D is one cycle.)
(ii) Characterize the bijections ¢ : D — D such that &, = FP.
(iii) Characterize the bijections ¢ : D — D such that &, = {Opp }.
(iv) Characterize the bijections ¢ : D — D such that 0, = FP.
(e) Explore if there is a relationship between the following three pairs
of subspaces
(i) éip: ﬁ@'
(ii) éip—l, ﬁw—l.
(Here o1 : D — D is the inverse bijection of ¢ : D — D.)

(ii)) Epops Opop-



VECTOR SPACES 15

(f) Using the definitions and notation introduced earlier in this problem,
characterize all functions in the set &,@® 0. In particular, show that
&, ® O, can be written in a simple closed form using the notation
established in this problem.

(g) Determine a necessary and sufficient condition on the bijection ¢ :
D — D under which the decomposition RP = &, @ O, holds.

Notes:

(1) Parts of this problem are challenging. Exploring examples can guide
your thinking. Create your own examples and think through the
suggested examples below.

(2) Let D be an arbitrary nonempty set and let ¢(t) = ¢ be the identity
bijection on D. Describe &, and &, and think through the rest of
the problem in this trivial case.

(3) This problem is inspired by the concepts of odd and even functions,
which are first encountered in a precalculus class. In the precalculus
setting we have D = R, F = R and ¢(t) = —t for all t € R. To
build intuition, it is instructive to first consider the given problem in
this familiar precalculus framework. In this setting, the prominent
examples of even and odd functions are many. The most notable
ones are the hyperbolic cosine and hyperbolic sine:

cosh(t) = %(exp(t) +exp(—t)), VteR,
sinh(t) = %(exp(t) —exp(—t)), VteR.

Verify that cosh is an even function and sinh is an odd function.
Furthermore, verify and internalize the fundamental identity

¢! = exp(t) = cosh(t) +sinh(t), VtcR.

(4) Let a € R. Consider D = R, F = R and ¢(t) = t + a. Describe &,
and 0,. What is ¢ o ¢? What is the relationship between &, 0,
Epop, and O o,”?

(5) Let D ={1,2,3}, F = R. There are six bijections on D:

Lt [ or(t) [ walt) | w3(t) | @a(t) | @5(t) | ws(t) ]
1 1 1 2 2 3 3

2 2 3 1 3 1 2

3 3 2 3 1 2 1

Choose, one, two, or more of these bijections and explore questions
asked in the problem for those bijections.

(6) Let D = {1,2,3,4}, F = R. There are twenty-four bijections on D.
In the table below, for n € {1,...,24} instead of ¢, () we simply
write n.
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[t[[1[2]3[4]5]6]7[8]9][10]11]12]13][14][15]16]17[18]19]20]21[22]23]24]
Iafafafafajaf2[2[2[ 222333 [3[3[3[4[4[4[4[4]4
2(12|2(3(3]4[4[1(1|3|3 |4 |4|1|1|2|2(4(4[1|1]2]2]3]|3
3|3|4]2(4(2|3[3]4|1| 4| 1|32 |4|1|4|1]2]2|3|1|3]|1]|2
4|]4|3|4]2[3[2]4]3|4| 1|3 |1 |4|2|4]1]2]1|3]|2[3[1[2]1

Choose, one, two, or more of these bijections and explore questions
asked in the problem for those bijections.

(7) Let n € N\ {1}. Let D = {1,...,n} x{1,...,n}, F = R. With
this special choice of D, the vector space RP can be identified with
the vector space R™*™ of all real n x n matrices. With this choice
of D, discover a bijection ¢ : D — D such that &, is exactly the
set of all symmetric n x n matrices. For the bijection ¢ that you
discovered, characterize the matrices in &,,. Explore online whether
the matrices in &, have a common name associated with them.

<

Problem 7.6. Let ¥ be a vector space over F. Let % and # be subspaces
of 7. Prove that % U # is a subspace of ¥ if and only if % C # or
W CU. <

Problem 7.7. Let ¥ be a vector space over F and let n € N, n > 2. Let
., ..., %, besubspaces of . If the union 24 U- - -U%,, is a subspace, then

U< UU--- U, or U CUU---UU_1. (71)
<

Proof. We will prove the contrapositive. Assume that (7.1) is not true. Then
there exist u; € % such that u; ¢ %; for all j € {2,...,n} and there exist
Up € Uy such that u, & %; for all j € {1,...,n—1}.

Let a € F\ {0}. Then au,, € %, since %, is a subspace and, since a # 0,
au, & %; for all j € {1,...,n—1}.

Since u; € % and au,, ¢ % we have uj + au, ¢ 74 for all « € F\ {0}.

Since uy € %, and au, € %, we have ui + au, &€ %, for all a € F.

Let m € N be such that 1 < m < n. (Since n > 2 such m exists.) By the
choice of u; and u, we have u; & %, and au, & %y, for all a € F\ {0}.
Therefore, for at most one a € F\ {0} we can have u; + au, € %y. (If
up + oy € Uy and uy + Pu, € Uy with a — g # 0, then (u; + auy,) —
(ur + Buy) = (a — Plup, € %y with o — 5 # 0 and u,, & %y, which is a
contradiction.)

Thus, for at most n — 2 numbers a € F \ {0} we have

uy + au, € 2 U - U,
Since the set F\ {0} is infinite, there exists o € F \ {0} such that
UL+ ouy, € U U U Uy,

Recall that
UL, Uy € 2 U+ Uy,
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The last two displayed relations show that %4 U --- U %, is not a subspace

Problem 7.8. Let ¥ be a vector space over F and let n € N. Let 2, ..., %,
be subspaces of ¥'. Prove that the union 24 U- - -U%,, is a subspace if and only
if there exists m € {1,...,n} such that %, C %, for all k € {1,...,n}. <

Problem 7.9. [Samantha Smith] Let " be a vector space over F. Let
P (V) be the power set of ¥, that is the set of all subsets of #. Set
W = P2(V)\ {0}. Let the addition and scaling in # be defined as in
Section 4. Is # with these two operations a vector space over F? <

Problem 7.10. Let ¥ be a real vector space, that is a vector space over R.
Set
”//(c =YV xV.

Define the vector addition in ¥¢ as follows: For all (uy,v1), (ug,v2) € Y set
(u1,v1) + (ug,v2) = (u1 + ug, v1 + v2).
In ¥¢, define the vector scaling with complex numbers as follows: For all
(u,v) € ¢ and all , 8 € R set
(a +1iB)(u,v) = (au + v, av + fu).
(a) Prove that #¢ with the vector addition and the vector scaling with
complex numbers defined as above is a complex vector space.
(b) Prove that function
J: Y = 7/@
defined by
Yoe? J(v)=(v,0y)
is an injection which has the following property:
Va, €R Yu,v € ¥ T(au+ fv) = aJ(u) + BI(v).
The mapping J is called the natural embedding of ¥ into ¥¢.
(¢) The range of J is the following subset of ¢:
{(v,00) eV :ve ¥V} =7 x{0y}.
Prove that the set 7" x {0y} is not a subspace of 7¢.
(d) Prove that for all u,v € ¥ we have
(u,v) = (u,09) +1i(v,0y). <

Remark 7.11. (i) The complex vector space ¥¢, defined in Problem 7.10,
is called the complexification of the real vector space 7.
(ii) Based on item (b) in Problem 7.10, it is common to identify the
subset
{(U,Oy/) eEYo:veE 7/} =7 x {Oy}
with the set . With this identification, based on item (d) in Prob-
lem 7.10 we can write

Ye=7+iV.
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(iii) Let n € N. Applying the definition of ¥¢ to the real vector space
R™ and using the observation in the preceding item we obtain that
Yc = C™; that is
(R™)c =C"
or in words: The complexification of the real vector space R™ is the
complex vector space C".

The beauty of Problem 7.10 lies in its universality: any real vector space
¥ is embedded into a naturally defined complex vector space #¢. This
construction allows us to study real vector spaces using the powerful tools
that we will develop for complex vector spaces. <
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